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Abstract—Stochastic differential equations (SDE) often exhibit large random transitions. This property, which we denote as pathwise stiffness, causes transient bursts of stiffness which limit the allowed step size for common fixed time step explicit and drift-implicit integrators. Here we present a HPC-driven method for deriving high strong order methods for stochastic differential equations. Utilizing GPU-accelerated global optimization, we numerically solve a constrained optimization problem which results stability-optimized adaptive methods of strong order 1.5 for SDEs. The resulting explicit methods are shown to exhibit substantially enlarged stability regions which allows for them to solve pathwise stiff biological models orders of magnitude more efficiently than previous methods like SRIW1 and Euler-Maruyama. These methods are benchmarked on a range of semi-stiff problems and demonstrate speedups between 6x previous adaptive algorithms while showing computationally infeasibility of fixed time step integrators on some of these test equations.

1. Introduction

Stochastic differential equations (SDEs) are dynamic equations of the form

\[ dX_t = f(t, X_t)dt + g(t, X_t)dW_t, \]

where \( X_t \) is a \( d \)-dimensional vector, \( f: \mathbb{R}^d \rightarrow \mathbb{R}^d \) is the drift coefficient, and \( g: \mathbb{R}^d \rightarrow \mathbb{R}^{d \times m} \) is the diffusion coefficient which describes the amount and mixtures of the noise process \( W_t \) which is a \( m \)-dimensional Brownian motion. SDEs are of interest because they can exhibit behaviors which are not found in deterministic models. For example, an ODE model of a chemical reaction network may stay at a constant steady state, but in the presence of randomness the trajectories may be switching between various steady states [1], [2], [3]. These types of models can capture crucial features such as transitions to cancerous states [4], discover rare cellular behaviors [5], and enhance personalized drug metabolism predictions for precision healthcare [6].

In many cases, these unique features of stochastic models are pathwise-dependent and are thus not a property of the evolution of the mean trajectory. However, these same effects cause random events of high numerical stiffness, which we denote as pathwise stiffness, which can cause difficulties for numerical integration methods.

A minimal example of pathwise stiffness is demonstrated in the equation

\[ dX_t = [-1000X_t (1 - X_t) (2 - X_t)] dt + g(t, X_t)dW_t, \]

where \( X_0 = 2, t \in [0, 5] \), and with additive noise \( g(t, X_t) = 10 \) where a sample trajectory is shown in Figure 1. This equation has two stable steady states, one at \( X = 0 \) and another at \( X = 2 \), which the solution switches between when the noise is sufficiently large. While near a steady state the derivative is approximately zero making the problem non-stiff, during these transitions the derivative of the drift term reaches a maximum of \( \approx 400 \). This means that in order to be stable, explicit Stochastic Runge-Kutta (SRK) must have a small \( \Delta t \). This display of large, transient, and random switching behavior in a given trajectory causes stochastic bursts of numerical stiffness, a phenomena which we will denote pathwise stiffness. The fixed time step Euler-Maruyama method would require \( dt < 4 \times 10^{-3} \) to be stable for most trajectories, thus requiring greater than \( 2 \times 10^4 \) steps to solve this 1-dimensional SDE. In many cases the switching behavior can be rare (due to smaller amounts of noise) or can happen finitely many times like in the multiplicative noise version with \( g(t, X_t) = 10X_t \). Yet even if these switches are only a small portion of the total time, the stability requirement imposed by their existence determines the possible stepsizes and thus has a large contribution to the overall computational cost. While implicit methods can be used to increase the stability range, this can vastly increase the overall computational cost of each step, especially in the case large systems of SDEs like discretizations of stochastic reaction-diffusion equations. In addition, implicit solvers have in practice a smaller stability region due to requiring convergence of the quasi-Newton solvers for the implicit steps. This problem is mitigated in ODE software by high-quality stage predictors given by extrapolation algorithms for good initial conditions for the Newton steps [7]. However, there are no known algorithms for stage predictors in the presence of large noise bursts and...
thus we will demonstrate that classic implicit solvers have a form of instability. Additionally, previous literature questioned the applicability of L-stable integrators to stochastic differential equations due to high error in the slow variables [8]. Thus both fixed time step explicit and implicit solvers are inadequate for efficiently handling this common class of SDEs.

Since these features exist in the single trajectories of the random processes, methods which attempt to account for the presence of such bursts must do so on each individual trajectory in order to be efficient. In previous work, the authors have shown that by using adaptive time-stepping, a stochastic reaction network of 19 reactants is able to be solved with an average time step 100,000 times larger than the value that was found necessary for stability during the random stiff events for a high order SRK method [9]. This demonstrated that the key to solving these equations efficiently required controlling the time steps in a pathwise manner. However, the methods were still largely stability-bound, meaning the chosen tolerances to solve the model were determined by what was necessary for stability and was far below the error necessary for the application. The purpose of this investigation is to develop numerical methods with the ability to better handle pathwise stiffness and allow for efficient solving of large Monte Carlo experiments without resorting to drift-implicit methods.

We approach this problem by developing adaptive stability-optimized SRK methods with enlarged stability regions. This builds off of similar work for ODE integrators which optimize the coefficients of a Butcher tableau to give enhanced stability [10], [11], [12]. Similar to the Runge-Kutta Chebyshev methods [7] (and the S-ROCK extension to the stochastic case [13], [14], [15]), these methods are designed to be efficient for equations which display stiffness without fully committing to implicit solvers. Given the complexity of the stochastic stability equations and order conditions, we develop a novel and scalable mechanism for the derivation of “optimal” Runge-Kutta methods. We use this method to design stability-optimized methods for diagonal noise SDEs. We show through computational experiments that these adaptive stability-optimized SRK methods can adequately solve transiently stiff equations without losing efficiency in non-stiff problems. Together we test on semi-stiff equations with 2 to 6 × 20 × 100 SDEs from biological literature and show a speedup around 6x over the previous adaptive SRIW1 algorithm, and demonstrate the infeasibility of common explicit and implicit methods (Euler-Maruyama, Runge-Kutta Milstein, Drift-Implicit Stochastic θ-Method, and Drift-Implicit θ Runge-Kutta Milstein) found as the basis of many SDE solver packages [16], [17], [18].

2. Adaptive Strong Order 1.0/1.5 SRK Methods for Diagonal Noise SDEs

The class of methods we wish to study are the adaptive strong order 1.5 SRK methods for diagonal noise [9], [19]. Diagonal noise is the case where the diffusion term \( g \) is diagonal matrix \((\sigma_j X^j_i) \) and includes phenomenological noise models like multiplicative and affine noise. The diagonal noise methods utilize the same general form and order conditions as the methods for scalar noise so we use their notation for simplicity. The strong order 1.5 methods for scalar noise are of the form

\[
X_{n+1} = X_n + \sum_{i=1}^{s} \alpha_i f \left( t_n + c_i(0) h, H_i^{(0)} \right) + \sum_{i=1}^{s} \left( \beta_i^{(1)} I_{(1)} + \beta_i^{(2)} I_{(1,1)} + \beta_i^{(3)} I_{(1,0)} + \beta_i^{(4)} I_{(1,1,1)} \right) \frac{\sqrt{h}}{h} g \left( t_n + c_i(1) h \right)
\]

with stages

\[
H_i^{(0)} = X_n + \sum_{j=1}^{s} A_{ij}^{(0)} f \left( t_n + c_j(0) h, H_j^{(0)} \right) h + \sum_{j=1}^{s} B_{ij}^{(0)} g \left( t_n + c_j(1) h, H_j^{(1)} \right) I_{(1,0)} \frac{\sqrt{h}}{h}
\]

\[
H_i^{(1)} = X_n + \sum_{j=1}^{s} A_{ij}^{(1)} f \left( t_n + c_j(0) h, H_j^{(0)} \right) h + \sum_{j=1}^{s} B_{ij}^{(1)} g \left( t_n + c_j(1) h, H_j^{(1)} \right) \sqrt{h}
\]

where the \( I_j \) are the Wiktorsson approximations to the iterated stochastic integrals [20]. The tuple of coefficients \((A^{(0)}, B^{(0)}, \beta^{(0)}, \alpha) \) thus fully determines the SRK method. These coefficients must satisfy the constraint equations described in [9], [19] in order to receive strong order 1.5. These methods are appended with error estimates

\[
E_D = \left| \Delta t \sum_{i \in I_1} (-1)^{\sigma(i)} f \left( t_n + c_i(0) \Delta t, H_i^{(0)} \right) \right|
\]

\[
E_N = \left| \sum_{i \in I_2} \left( \beta_i^{(3)} \frac{I_{(1,0)}}{\Delta t} + \beta_i^{(4)} \frac{I_{(1,1,1)}}{\Delta t} \right) g \left( t_n + c_i(1) \Delta t, H_i^{(1)} \right) \right|
\]
and the rejection sampling with memory (RSwM) algorithm to give it fully adaptive time-stepping [9]. Thus unlike in the theory of ordinary differential equations [21], [22], [23], [24], [25], the choice of coefficients for SRK methods does not require explicitly finding an embedded method when developing an adaptive SRK method and we will therefore take for granted that each of the derived methods is adaptive.

3. Optimized-Stability Order 1.5 SRK Methods with Diagonal Noise

3.1. The Stability Equation for Order 1.5 SRK Methods with Diagonal Noise

For diagonal noise, we use the mean-square definition of stability [26]. A method is mean-square stable if \( \lim_{t \to \infty} \mathbb{E} \left( \left| X_n \right|^2 \right) = 0 \) on the test equation

\[
dX_t = \mu X_t dt + \sigma X_t dW_t.
\]

In matrix form, we can re-write our method as given by

\[
X_{n+1} = X_n + \mu h (\alpha \cdot H(0)) + \sigma I(1) \beta(1) H(1) + \sigma I(2) \beta(2) H(1) + \frac{1}{h} \int_{0}^{h} \beta(3) H(1) dt + \frac{1}{h} \int_{0}^{h} \beta(4) H(1) dt
\]

with stages

\[
H(0) = X_n + \mu \Delta t A(0) H(0) + \frac{1}{h} \int_{0}^{h} B(0) H(1) dt
\]

\[
H(1) = X_n + \mu \Delta t A(1) H(0) + \sigma \sqrt{\Delta t} B(1) H(1)
\]

where \( \dot{X}_n \) is the size \( s \) constant vector of \( X_n \). Let \( z = \mu h \) and \( w = \sigma \sqrt{h} \) and isolate \( S = E \left[ \frac{U^2}{2} \right] \). In this space, \( z \) is the stability variable for the drift term and \( w \) is the stability in the diffusion term. Under this scaling \( (h, \sqrt{h}) \), the equation becomes independent of \( h \) and thus becomes a function \( S(z, w) \) on the coefficients of the SRK method where mean-square stability is achieved when \( |S(z, w)| < 1 \).

3.2. An Optimization Problem for Determination of Coefficients

We wish to determine the coefficients for the diagonal SRK methods which optimize the stability. To do so, we generate an optimization problem which we can numerically solve for the coefficients. To simplify the problem, we let \( z, w \in \mathbb{R} \). Define the function

\[
f(z, w; N, M) = \int_{-M}^{M} \int_{-N}^{N} \chi_{S(z, w) \leq 1}(z, w) dz dw.
\]

Notice that for \( N, M \to \infty \), \( f \) is the area of the stability region. Thus we define the stability-optimized diagonal SRK method as the set of coefficients which achieves

\[
\max_{A(i), B(i), \beta(i), \alpha} f(z, w)
\]

subject to: Order Constraints

However, we impose a few extra constraints to add robustness to the error estimator. In all cases we impose \( 0 < c_1^{(0)}, c_1^{(1)} < 1 \). Additionally, we can prescribe \( c_4^{(0)} = c_4^{(1)} = 1 \) which we call the End-C Constraint. Lastly, we can prescribe the ordering constraint \( c_1^{(j)} < c_2^{(j)} < c_3^{(j)} < c_4^{(j)} \) which we denote as the Inequality-C Constraint.

The resulting problem is a nonlinear programming problem with 44 variables and 42-48 constraint equations. The objective function is the two-dimensional integral of a discontinuous function which is determined by a polynomial of in \( z \) and \( w \) with approximately 3 million coefficients. To numerically approximate this function, we calculated the characteristic function on a grid with even spacing \( dx \) using a CUDA kernel and found numerical solutions to the optimization problem using the JuMP framework [27] with the NLOpt backend [28]. A mixed approach using many solutions of the semi-local optimizer LN_AUGLAG_EQ [29], [30] and fewer solutions from the global optimizer GN_ISRES [31] were used to approximate the optimality of solutions. The optimization was run many times in parallel until many results produced methods with similar optimality, indicating that we likely obtained values near the true minimum.

The parameters \( N \) and \( M \) are the bounds on the stability region and also represent a trade-off between the stability in the drift and the stability in the diffusion. A method which is optimized when \( M \) is small would be highly stable in the case of small noise, but would not be guaranteed to have good stability properties in the presence of large noise. Thus these parameters are knobs for tuning the algorithms for specific situations, and thus we solved the problem for different combinations of \( N \) and \( M \) to determine different algorithms for the different cases.

3.3. Resulting Approximately-Optimal Methods

The coefficients generated for approximately-optimal methods fall into three categories. In one category we have the drift-dominated stability methods where large \( N \) and small \( M \) was optimized. On the other end we have the diffusion-dominated stability methods where large \( M \) and small \( N \) was optimized. Then we have the mixed stability methods which used some mixed size choices for \( N \) and \( M \). As a baseline, we optimized the objective without constraints on the \( c_i \) to see what the “best possible method” would be. When this was done with large \( N \) and \( M \), the resulting method, which we name SOXRI, has almost every value of \( c \) satisfy the constraints, but with \( c_2^{(0)} \approx -0.04 \) and \( c_4^{(0)} \approx 3.75 \). To see if we could produce methods which were
more diffusion-stable, we decreased \( N \) to optimize more in \( w \) but failed to produce methods with substantially enlarged diffusion-stability over SOSRI.

Adding only the inequality constraints on the \( c_i \) and looking for methods for drift-dominated stability, we failed to produce methods whose \( c_i \) estimators adequately covered the interval. Some of the results did produce stability regions similar to SOSRI but with \( c_i^{(0)} < 0.5 \) which indicates the method could have problems with error estimation. When placing the equality constraints on the edge \( c_i \), one method, which we label SOSRI2, resulted in similar stability to SOSRI but satisfy the \( c_i \) constraints. In addition, this method satisfies \( c_3^{(0)} = c_4^{(0)} = 1 \) and \( c_3^{(1)} = c_4^{(1)} = 1 \). The stability regions for these methods is shown in Figure 2.

To look for more diffusion-stable methods, we dropped to \( N = 6 \) to encourage the methods to expand the stability in the \( w \)-plane. However, the results did not find a method whose stability region went substantially beyond \([-2, 2]\) in \( w \). This was further decreased to \( N = 1 \) where methods still could not go substantially beyond \([2]. Thus we were not able to obtain methods optimized for the diffusion-dominated case. This hard barrier was hit under many different constraint and objective setups and under thousands of optimization runs, indicating there might be a diffusion-stability barrier for explicit methods.

![Figure 2. SOSRI Stability Regions. The stability regions \( \{S(z, w) \leq 1\} \) for the previous and SOSRI methods are plotted in the \((z, w)\)-plane. (A) Euler-Maruyama. (B) SRIW1. (C) SRIW2. (D) SOSRI. (E) SOSRI2](image)

4. Numerical Results

4.1. Convergence Tests

In order to test the efficiency and correctness of the SRI algorithms, we used the linear test Appendix Equation 15. Figure 3B demonstrates that the SOSRI methods achieve the strong order 1.5 on Equation 15.

![Figure 3. Convergence results on Equation 15. The error is averaged over 1000 trajectories. Shown are the strong \( l_2 \) error along the time series of the solution. The test used a fixed time step \( h = 1/2^{-4} \) to \( h = 1/2^{-7} \).](image)

4.2. Epithelial-Mesenchymal Transition (EMT) Model (20 Pathwise Stiff SDEs)

To test the real consequences of the enhanced stability, we use the Epithelial-Mesenchymal Transition (EMT) model of 20 pathwise stiff reaction equations introduced in [3], studied as a numerical test in [9], and written in Appendix Section B. In the previous work it was noted that \( t \in [0, 1] \) was a less stiff version of this model. Thus we first tested the speed that the methods could solve for 10,000 trajectories with no failures due to numerical instabilities. The tolerances were tuned for each method by factors of 2 and finding the largest values that were stable. Since SOSRI demonstrated that its stability is much higher than even SOSRI2, we show the effect of tolerance changes on SOSRI as well. The results show that at similar tolerances the SOSRI method takes nearly 5x less time than SRIW1 (Table 1). However, there is an upper bound on the tolerances before the adaptivity is no longer able to help keep the method stable. For SRIW1, this bound is much lower, causing it to run more than 15x slower than the fastest SOSRI setup. Interestingly SOSRI2 required a higher tolerance than SRIW1 but was 3x faster than SRIW1’s fastest setup. We note that SOSRI’s highest relative tolerance \( 2^{-7} \approx 7 \times 10^{-3} \) is essentially requiring 4 digits of accuracy (in strong error) when considering the conservativeness of the error estimator, which is far beyond the accuracy necessary in many cases. Lastly, we note that the SORI method is able to solve for 10,000 stable trajectories more than 60x faster than any of the tested fixed time step methods.

We then timed the run time to solve 10 trajectories in the \( t \in [0, 500] \) case (Table 2). This time we found the optimal tolerance in terms of powers of 10. Once again,
Absolute Relative Time (vs SOSRI)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Absol1</th>
<th>Rel1</th>
<th>RT (seconds)</th>
<th>RT (vs MMEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOSRI1</td>
<td>2</td>
<td>2</td>
<td>2.63</td>
<td>1.0x</td>
</tr>
<tr>
<td>SOSRI1</td>
<td>2</td>
<td>2</td>
<td>2.75</td>
<td>1.0x</td>
</tr>
<tr>
<td>SOSRI1</td>
<td>2</td>
<td>2</td>
<td>7.84</td>
<td>3.5x</td>
</tr>
<tr>
<td>SOSRI1</td>
<td>2</td>
<td>2</td>
<td>318</td>
<td>1.2x</td>
</tr>
<tr>
<td>SOSRI2</td>
<td>2</td>
<td>2</td>
<td>6.69</td>
<td>3.5x</td>
</tr>
<tr>
<td>SOSRI2</td>
<td>2</td>
<td>2</td>
<td>7.56</td>
<td>2.2x</td>
</tr>
<tr>
<td>SRIW1</td>
<td>2</td>
<td>2</td>
<td>15.16</td>
<td>3.5x</td>
</tr>
<tr>
<td>Euler-Maruyama</td>
<td></td>
<td></td>
<td>189.95</td>
<td>64.8x</td>
</tr>
<tr>
<td>DIRKM (θ = 3/2)</td>
<td></td>
<td></td>
<td>125.72</td>
<td>95.6x</td>
</tr>
<tr>
<td>DIRM (θ = 2)</td>
<td></td>
<td></td>
<td>876.47</td>
<td>391.4x</td>
</tr>
</tbody>
</table>

**TABLE 1. SRI TIMES FOR THE EMT MODEL ON t ∈ [0, 1].** The equations were solved 10,000 times with the given tolerances to completion and the elapsed time was recorded. The fixed time step methods had their Δt determined as the largest Δt in increments of powers of 2 that produced no unstable trajectories, as shown in [9]. DIRM is the Drift-Implicit Stochastic θ-METHOD.

**TABLE 2. SRI TIMES FOR THE EMT MODEL ON t ∈ [0, 500].** The equations were solved 10 times with the given tolerances to completion and the elapsed time was recorded. The fixed timestep methods had their Δt chosen by incrementing by 10^{-1} until 10 consecutive trajectories were stable. Drift-Implicit Euler-Maruyama (DIEM) had Δt = \frac{1}{50000} and Drift-Implicit Runge-Kutta Milstein (DIRKM) had Δt = \frac{1}{500000}.

SRIW1 needed a lower tolerance than is necessary in order to stay stable. SOSRI is able to solve the problem only asking for around tol = 10^{-2}, while the others require more (especially in absolute tolerance as there is a stiff reactant whose values travel close to zero). One interesting point to note is that at similar tolerances both SOSRI and SOSRI2 receive similar timings and both over 6 times faster than the fastest SRIW1 tolerance setup. Both are nearly twice as fast as SRIW1 when matching tolerances as well. Given the conservativeness of the error estimators generally being around 2 orders of magnitude more precise than the local error estimate, the low tolerance solutions are accurate enough for many phenomenological experiments and thus present a good speedup over previous methods. The timings for Euler-Maruyama and Runge-Kutta Milstein schemes are omitted since the tests were unable to finish. From the results of [9] we note that the average dt for SRIW1 on the edge of its stability had that the smallest dt was approximately 10^{-11}. The stability region for fixed step-size Euler-Maruyama is strictly smaller than SRIW1 (Figure 2) which suggests that it would require around 5 \times 10^{12} time steps (with Runge-Kutta Milstein being similar) to solve to t = 500. Thus, given it takes on our setup extrapolating the time given 170 seconds for 2^{20} steps, this projects to around 1.6 \times 10^{8} seconds, or approximately 5 years.

**4.3. Retinoic Acid Stochastic Partial Differential Equation Model (6x20x100 Semi-Stiff SDEs)**

As another test we applied the methods to a method of lines discretization of a stochastic partial differential equation (SPDE) describing the spatial regulation of the Zrafish hindbrain via retinoic acid signaling (Section C) [1]. The discretization results in a system of 6 \times 20 \times 100 SDEs. Starting from an initial zero state, a concentration gradient emerges over t ∈ [0, 500]. Each of the methods solved the problem at the highest tolerance that was stable giving the results in Table 3. Time stepping for this problem is heavily limited by the high diffusion constant which results in a strict CFL condition for the 2nd order finite difference discretization that is used (in the PDE sense), making this problem’s stepping stability-bound for explicit methods. Because of this stiffness in the real axis, we found that the previous high order adaptive method SRIW1 did not perform well on this problem in comparison to Euler-Maruyama because the drift term is expensive and the extra function calls outweighed the slightly larger timesteps. However, the enhanced stability of the SOSRI and SOSRI2 methods allowed for much larger time steps while keeping the same number of f calls per step, resulting in a more efficient solution when high accuracy is not necessary. We note that the drift-implicit stochastic θ-method and drift implicit θ Runge-Kutta Milstein methods were too inefficient to estimate since their time steps were constrained to be near that of the Euler-Maruyama equation due to divergence of the Newton iterations.

**5. Discussion**

In this work we derived stability-optimized SRK methods for diagonal noise equations. Importantly, our derivation methods utilized heavy computational tools in order to approximately optimize otherwise intractable equations. This same method of derivation can easily be scaled up to higher orders, and by incorporating the coefficients for higher conditions, efficiency can be optimized as well by adding the norm of the principle error coefficients to the optimization function. The majority of the search was performed using global optimizers in massive parallel using a
hand-optimized CUDA kernel for the numerical integral of the characteristic function, replacing man-hours with core-hours and effectively optimizing the method. The clear next steps are to find SRM methods with minimal error estimates and sensible stability regions for the cases in which lower strong error matters, and similar optimizations on SRK methods developed for small noise problems. We note that high strong order methods were investigated because of their better trajectory-wise convergence, allowing for a more robust solution and error estimation since our application to transiently pathwise stiff equations requires such properties.

The main caveat for our methods is the restrictions on the form of noise. Further research should focus on the expansion of this these techniques to high order non-diagonal noise integrators. In addition, when $g$ is non-zero a “diagonal noise” problem over the complex plane does not have diagonal noise (due to the mixing of real and complex parts from complex multiplication, and reinterpretation as a $2n$ real system). Thus these methods are not applicable to problems defined in the complex plane with complex Wiener processes. Development of similar integrators for commutative noise problems could allow for similar performance benefits on such problems and is a topic for future research.

Our timings show that the current high order SRK methods are stability-bound and that when scientific studies are only looking for small amounts of accuracy in stochastic simulations, most of the computational effort is lost to generating more accurate than necessary solutions in order to satisfy stability constraints. For diagonal noise approximately 6x faster than the current adaptive methods (SRIW1), while common methods like Euler-Maruyama and Drift-Implicit $\theta$ Runge-Kutta Milstein were in many cases hundreds of times slower or in many cases could not even finish. We have also shown that these methods are very robust even at high tolerances and have a tendency to produce the correct qualitative results on semi-stiff equations (via plots) even when the user chosen accuracy is low. Given that the required user input is minimal and work over a large range of stiffness, we see these as very strong candidates for default general purpose solvers for problem-solving environments such as MATLAB and Julia since they can easily and efficiently produce results which are sufficiently correct.

Appendix

1. Diagonal Noise Test Equation

$$dX_t = \alpha X_t dt + \beta X_t dW_t \quad X_0 = \frac{1}{2}, \quad (15)$$

where $\alpha = \frac{1}{10}$ and $\beta = \frac{1}{20}$ with true solution

$$X_t = X_0 e^{(\beta - \alpha^2/2)t + \alpha W_t}. \quad (16)$$

2. Epithelial-Mesenchymal Transition Model

The Epithelial-Mesenchymal Transition (EMT) model is given by the following system of SDEs which correspond to a chemical reaction network modeled via mass-action kinetics with Hill functions for the feedbacks. This model was introduced in [3].

\[
\begin{align*}
\frac{d[S]}{dt} &= k_0 S + k_g ([TGFE] + [TGFE(0)])^{2/3}S + ([OVOLO] / J1g)^{1/2}S \\
\frac{d[S]}{dt} &= k_g ([S1] - [SR]) - k_d[S] [SR] \\
\frac{d[5Ri]}{dt} &= k_0 34 + k_{34} (\frac{[S1]}{J1g})^{1/2} + (\frac{[Z]}{J2g})^{1/2} \\
\frac{d[5Ri]}{dt} &= k_d[S] ([S1] - [SR]) - k_d[S] [SR] \\
\frac{d[5Ri]}{dt} &= k_0 34 + k_{34} (\frac{[S1]}{J1g})^{1/2} + (\frac{[Z]}{J2g})^{1/2} \\
\frac{d[5Ri]}{dt} &= k_d[S] ([S1] - [SR]) - k_d[S] [SR]
\end{align*}
\]
### 4. SORI

**TABLE 5.** The space was chosen as $\mathcal{R}_{\text{out}}$. The boundary conditions were no-flux on $\partial\Omega$. $D$ is a $\omega_{\text{out}}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{\text{out}}$</td>
<td>0.1</td>
<td>$\zeta$</td>
<td>100</td>
<td>$\epsilon$</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.17</td>
<td>$\gamma$</td>
<td>3.0</td>
<td>$\delta$</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{0}$</td>
<td>10000</td>
<td>$\delta$</td>
<td>0.0013</td>
<td>$\delta_{\text{out}}$</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.85</td>
<td>$\lambda$</td>
<td>0.85</td>
<td>$\nu$</td>
<td>2450.46</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 5. SORI2

**TABLE 5.** The space was chosen as $\mathcal{R}_{\text{out}}$. The boundary conditions were no-flux on $\partial\Omega$. $D$ is a $\omega_{\text{out}}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{0}$</td>
<td>0.138953129027563</td>
<td>$\alpha$</td>
<td>0.046905436306799</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{0}$</td>
<td>0.581636129027563</td>
<td>$\lambda$</td>
<td>0.046905436306799</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{0}$</td>
<td>0.4613037013799</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.467015018062751</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.046202471203756</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.217223086586961</td>
<td>$\alpha$</td>
<td>0.046202471203756</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.456053216365693</td>
<td>$\epsilon$</td>
<td>0.046202471203756</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.755807846516582</td>
<td>$\nu$</td>
<td>0.046202471203756</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.244192158482678</td>
<td>$\lambda$</td>
<td>0.046202471203756</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3. Retinoic Acid SPDE Model

$$d[R_{\text{out}}] = (\delta(x) + D \Delta [R_{\text{out}}]) dx + \nu [R_{\text{in}}] dt + \sigma [R_{\text{out}}] dW_{\text{out}}$$

$$d[R_{\text{in}}] = (\beta(x) + D \Delta [R_{\text{in}}] + \epsilon [R_{\text{in}}] + \delta \epsilon [R_{\text{in}}]) dx + \nu [R_{\text{in}}] dt + \sigma [R_{\text{in}}] dW_{\text{in}}$$

where $\beta(x) = \beta_{0} H(x - 40)$ with $H$ the Heaviside step function and $x = 40$ is the edge of retinoic acid production [1]. The space was chosen as $[-100, 400] \times [0, 100]$ with $\Delta x = \Delta y = 5$. The boundary conditions were no-flex on every side except the right side which had leaky boundary conditions with parameter $k = 0.002$, though full no-flux does not noticeably change the results. The parameter values are given in Table 5.

All entries not listed are zero.
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